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ABSTRACT 
The amount of digital data utilized in daily life has increased owing to the high dependence on such data. Most 

data can be stored in textual documents. With the rapid increase in the number of textual documents, users face 

problems in obtaining useful information. Thus, a method by which to manage data is required to give users an 

idea about content. In addition, techniques to increase the ratio of precision in information retrieval results are 

also needed. Therefore, the textual document clustering area is developed to represent the data in meaningful 

clusters. The two main factors encountered in the process of textual document clustering are efficiency and 

goodness or quality of data clusters. Efforts have been exerted to deal with these factors. These attempts can be 

categorized into either traditional or modern approaches. However, these attempts also face numerous issues. In 

this paper, we present the previous and current issues faced by textual document clustering algorithms to help 

text domain researchers understand these issues. This study provides researchers and students an overview about 

textual document clustering algorithms. Furthermore, this study can encourage researchers to find solutions to 

these issues. 
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INTRODUCTION 
Daily tasks have recently been converted to digital information, which is easy to retrieve. Most information is 

stored in textual documents. Such information is known as unstructured information, which is the most difficult 

to organize because of the requirement for other tools, such as news articles[1], personal documents, and 

discussion forums. By contrast, structured information is easy to understand and deal with it. Thus, the user can 

obtain such information through relational databases[2]. 

 

Textual document clustering (known as text clustering) is a technique for managing and organizing textual 

documents[3]. The clustering process, which is known as unsupervised learning, generally groups data objects 

based on the similarity between their attributes [4]. By contrast, classifications categorized objects into 

predefined classes. The clustering process is known as supervised learning. In clustering process textual 

documents that have similarities in content are grouped in the same data cluster. Textual documents that do not 

have any similarity are placed in different data clusters. 

 

There are many attempts to cluster textual documents that can be categorized into traditional [5, 6] and modern 

textual clustering algorithms [7-12]. Traditional clustering algorithms have two main approaches: partitional and 

hierarchical document clustering. Partitional document clustering represents a textual document in a one-level 

view. The most popular algorithms in this category are k-mean and its variants. These algorithms can efficiently 

produce data clusters. However, the accuracy of data is insufficient compared with hierarchical methods, where 

a textual document is represented in a multi-level view that considers the topic and sub-topic. Although 

hierarchical clustering produces accurate data cluster with good quality, this method is time consuming. Both 

approaches encounter many issues, are discussed in the next section. Moreover, modern textual document 

clustering algorithms are introduced to mitigate the issues of traditional methods. This paper, present an over 

views of textual documents approaches and highlights the previous and current issues of textual document 

clustering. 
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This paper is organized as follows: Section 2 presents traditional and modern clustering algorithms. In section 3, 

the issues of traditional and modern clustering algorithms are discussed. Finally, the conclusion of this paper is 

in Section 4. 

 

TRADITIONAL AND MODERN CLUSTERING ALGORITHMS 
In ttraditional methods, there are two common approaches are partitional and hierarchical.The partitional 

methods are the most efficient (fast executing time) in the clustering process[6]. The most well-known 

algorithm is the k-mean clustering algorithm. This algorithm begin is initiated with a user parameter to enter the 

number of data clusters, which known as k-mean[13]. K-mean begins with a random initial data point (textual 

document) called seed, and the number of initial points is equal to the number of request clusters. The mean is 

then calculated to determine the centriod of data clusters. The distance between the centriod and data point is 

measured. The data points are grouped to the closest centriod based on the number of iterations. However, the 

data quality is poor. Thus, variations of k-mean, such as the bisecting k-mean and medios, have been introduced 

to overcome these weaknesses[6]. The algorithms in this category generally do not represent a textual document 

in an understandable form, unlike hierarchical clustering [10].  

 

The two types of hierarchical clustering algorithms are agglomerative and division. Division can be 

characterized as top-bottom, where as agglomerative is bottom–up. Agglomerative algorithms, Unweighted Pair 

Group Method with Arithmetic Mean (UPMGA), are the most suitable for distance measure for textual 

document representation. UPMGA can efficiently produce quality data clusters [3, 6]. Nonetheless, a 

hierarchical cluster is more suitable or representing a textual document cluster than a partitional approach 

because the former is based on a multi-level concept that focuses on a topic and sub topic style, whereas the 

latter represents clusters in a single level. The bisecting k-mean which is mix of partitonal and hierarchical is 

outperform both in producing a good quality of data clusters [6]. To mitigate previous issues, which are 

discussed in Section 3, modern methods have been proposed. Modern methods focus on efficiency by reducing 

the number of words and improving the quality of clustering based on semantic similarity using the WorldNet 

database [14] or Wikipedia [15]. Nevertheless, both textual document clustering approaches confront many 

issues. 

 

ISSUES OF TEXTUAL CLUSTERING ALGORITHMS 
Textual clustering algorithms, both traditional and modern, are confronted by numerous issues, including high 

dimensionality of data, scalability, accuracy, overlapping, predefined number of clusters, and cluster 

representation. 

 

High Dimensionality of Data 

High dimensionality of data occurs when the clustering algorithm uses all the words found in the corpus or 

collection of textual data. This issue is commonly confronted by traditional methods, such as k-mean and 

hierarchical. In such methods, the textual document is considered as a bag of words using the vector space 

model for weighing the term frequency and distance measures, such as cosine similarity. This problem is 

partially solved by modern methods that select only the most frequent or common words. Modern methods use 

document preprocessing to clean and prepare the textual document before the clustering process. Clustering then 

uses frequent words using cosine similarity or a new similarity measure. However, if the collection of 

documents is large, the selected words will be numerous. 

 

Scalability 

Traditional algorithms suffer when applied to a large dataset, but such algorithms can run well on a small 

dataset. Modern methods face the same problem. Although a few studies focused on incremental clustering[16, 

17], they fail to consider all terms in textual documents and therefore yield textual data clusters with poor 

quality. 

 

Accuracy 

Accuracy is also known as the goodness of data clusters. Traditional algorithms deal with the words in textual 

documents as if no semantic relation or meaning exists among the words. Although modern approaches focus on 

semantic clustering for textual documents using WorldNet [14] or Wikipedia as a repository of knowledge, the 

modern research work  focused on concept or statement structure. Another way to produce high-quality data 

clusters is to use a named entity [11, 18] or ontology. 
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Overlapping 

Overlapping issues occur when the document belongs to more than one cluster, which is known as soft 

clustering. Such type of clustering is available in partitional clustering algorithms. Although hierarchical 

clustering algorithms are constructed using the topic-subtopic style, such algorithms support hard clustering, 

where textual documents belong to only one cluster. Some works used concepts of disjoint clusters before or 

after the clustering process. 

 

Predefined Number of Clusters 

All traditional methods require users to enter the number of clusters as an input parameter to determine the 

number of textual data clusters. Such methods require the user to have prior knowledge about the content of 

corpus (collection of documents). In modern methods, the number of clusters is determined automatically. Some 

research also used a mix of traditional and modern methods. 

 

Cluster Representation  

Cluster representation is a method of viewing a collection of textual documents. As previously mentioned, 

traditional methods can be partitional or hierarchical. Modern methods focus on hierarchical multi-level 

representation. Certainly, hierarchical representation is preferable for textual documents. 

 

MODERN DOCUMENT CLUSTERING TECHNIQUES  
There are many documents clustering algorithms. These algorithms can be categorized into two approaches:  

Classical and Modern Document Clustering Approaches. Modern document clustering techniques are 

methods used to perform textual document clustering. These methods can be classify into three categories are; 

Term frequent, semantic-based and named entity.  Both approaches shown in Table 1. 

 

Table 1: Comparison between Traditional and Modern Textual Clustering Algorithm 

 

Table 1 demonstrates the comparison between the traditional and modern textual document algorithms. It shows 

that the traditional methods rely on a bag-of-words strategy by weighing the term frequency of words. Such 

methods use a distance measure, such as cosine similarity. While Modern approaches are different in that such 

approaches treat textual documents as a bag of semantic meanings or concepts. The efficiency of algorithms and 

accuracy of data clusters achieved using modern methods are better compared with that achieved using 

traditional methods. 

 

CONCLUSION  
Textual document clustering is an interesting technique for many research areas, particularly in handling a 

massive unstructured text data. In this paper, we highlighted the most important issues confronting textual 

document clustering algorithms. In previous studies and applications, partitional or hierarchical clustering 

algorithms were used. These algorithms involve numerous issues such as data high dimensionality and low 

efficiency and accuracy. Some of these issues were partially solved when modern algorithms were used. 

However, the accuracy of data clusters remains as challenge in the textual document clustering process. 

 

 

 

Approach Traditional Modern 

Method Partiti-onal Hierarchical Frequent Term Semantic Named Entity 

Performanc

e 
Poor Good Very Good Very Good Very Good 

Accuracy Good Poor Very Good Very Good Very Good 

Terms ALL ALL Frequent Frequent Named Entity 

Semantic No No No Yes No 

Literature [5, 6] [8, 10-13, 19, 20] 
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